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This talk is partitioned in to 3 segments: S

1. Technology development of Digital
Receivers at RRI- Mwa, SARAS etc

2. Technology development at RRI
towards Sky Watch Array Network

3. Possible future technology for future
telescopes : SKA, MWA Phase 3

The focus of this talk is on Digital Tile

Processors

ARDRA Meeting



Technology development of Digital Receivers at RRI S

RRI participation: National and International Telescopes

. 2048/4096 dual-pol dipole antennas A full 300 MHz bandwidth (PA)mode for

pulsar/transient studies at
* Operates from :80-300 MHz Gauribidanur Radio Observatory(GBD)
e Processed bandwidth: 30.72 MHz . 8 tiles combined at each station

= Final stages of evaluation at GBD
- VCS in hardware
=  Multiple Beams - trade-off channels
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‘ Phase/Combine/Gate/Process/record ‘

» Digital receivers developed at RRI*
» Active involvement of industry

» Mass production of 16 DRs-> 128 Tiles
» PA mode @ GBD to PA mode @MRO

Prabu, Srivani, Kamini, Madhavi, Goplakrishna ,Anish Roshi, UdayaShankar , Avinash Deshpande and Ravi Subrahmanyan & Collaborators




Spectrometer for DISTORTION experiments

RRI
A venture to experimentally verify signatures from the early universe-> Precision Receivers
| EEOCh of Re-ionization Epoch of Recom

bination

PRATUSH - Space based venture
Probing ReionizATion of : A
the Universe using Signal L R
L from Hydrogen %
Kintex-ultrascale space grade
FPGA-XQRKUO060 and 12/14 bits
ADCs

| E

RF BW range 40 - 250 MHz/2GHz

eter (HSPEC)

A7 e 2GHz Hybrid Correlation
Correlation Spectrometer

— Spectrometer
On-chip intg 61 ms/16.77ms

: O 2 GHz, 8K channels >
1 part in 105 /1057 ) ’
SARAS 7 " 150W/ 250W using GTX1050 and
Digital Spectromgler ADC EV10AQ190CTPY QUAD Virtex-6 FPGA in burst
‘ 10-bit, ABW~3GHz/5 Gsps mode

ASNT7120A- single core, 4-bit

ABW~20GHz, Fs: DC-15GSps | d Real-time GPU system
. . B FroA: xcevsx3isT using  state-of-the-art
P100/V100 GPUs and
powerful work-station

Details in
Girish Talk

Girish, Srivani ,Ravi Subrahmanvan, UdayvaShankar N.

« Digitization of bandwidth - 250MHz/ 2GHz
* Industry : Fabrication & assembly of boards and RF Shielded Enclosure

 Hardware, Firmware & System development - in-house



Technology development - The Indian SWAN (Sky Watch Array Network) g

[ Science: conduct searches and studies of fast transients, pulsars etc.
O Aim to Enhance Indian observing capabilities in radio
* Build & nurture future generations of talented radio astronomers in India

= To facilitate hands-on experience to a large number of students

in Desh’s talk

 Phase 0 - As a proof-of-concept/demonstrator system:
= A 7-station system, using small tiles (based on MWA design)

= Modified Receiver hardware from RRI-GBT Multiband system (MBR) is
successfully configured at the Gauribidanur Telescope Field Station

= The MBR is currently being characterized & tested in a tied-array mode.

= Eventually the 7-station system will be deployed at various institutes across India.

Team:Vinutha Chandrashekar, K. B. Raghavendra Rao’ Rahul Kinger, H. A. Aswathappa, P. S. Sasikumar, T. S. Mamatha ! Bhawana
Bansal, Harsh Grover- H. N. Nagaraja ! Sandhya !, Indrajit Barve and A. Deshpande!




7-Tile Array at Gauribidanur Radio Telescope Observatory- Phase -0 5

* 15 sq. m aperture (each tile)
* Frequency: 80 - 320MHz 1K, = \
Bandwidth : 16MHz — e

MWA Antenna Tile

i Anti-Aliasing
Filter

Integrated Amplifier

i 330MHz HPF FM ERF LNA LPF

HETE

Front-End

Control Unit
LO
Local Oscillator ;
10 MHz P Loop LO
B o T toney
Programmable éﬁwli[éﬁ
Divider : °
éLof - RFJIFAttenuationE N/ ) _||||||||||||||||||||\l\_
(19 (i i L control bits ] ; Dynamic Spectra of Complex Scan on CYG-A
PC Serial Port; Microcantroller LN b 5 Correlation/Visibility " i
H i card ° 1 B . .
: : : A p——— : Basellnes Tl!e3—T|Ie7 (above) - AT
e e 2R o , and Tile4-Tile7 (below) s A ]
___________________________________ . —_— el B
GPS + Rb Standard Cch-H Ch-v Real part Imaginary part — /1; [N \, —
] : IF input IF input -~ 1/ | |
GPS Antenna: N B T DU DU X |+ / I [ 4
p : [EPGA Prog  : 94 i# i ...r
] FPGA Reset | . Digitizer L //(“ K J
. L] il
GPS-1PPS Rubidium | 10 MHz : 3-Bit CPLD |S*Bif F A N
divider [~ Oscillator [ : ADC | 4 xcasTaxl ADC i ! I
] I : GPS 1PPS ] —_— [ 3 o |
] . e’ ultiplexe e —
Brrrrmrerimrnseseesessenneenet i ADC diata llCIOCk i I T T D

Virtex 5 FPGA Board

100 200 300 400

Physical F
Interface Control

Signals

Spec 7 n: 3158 f4
3 LO:289; 1848926754
Back-End Digital Unit E ' V(g) 22.5 29.5 H{r) 21.0 23.5

Ethernet 1

Data Acquisition System

Team:Vinutha Chandrashekar?, K. B. Raghavendra Rao !, Rahul Kinger!, H. A. Aswathappa !, P. S. Sasikumar !, T. S6
Mamatha 1, Bhawana Bansal 4, Harsh Grover3, H. N. Nagaraja !, Sandhya, Indrajit Barve#, and A. Deshpande



SWAN System configured for Concept Demonstration -Phase 0 S

O Initiation of a collective effort to develop the SWAN with

. . . . MI§
as many as science institutes i.e. the (IIT, NIT, IISER)s, and IITs
some universities across India. | M,

ndlanZ
O At present, remote access of the system existing in /,Wvg\il\f\
Gauribidanur radio field station, from respective parent / other
Institutes

institutions/universities .

EIPhase 1->

Design, develop and use a wide-band (50 MHz - 500 MHz)-interferometric array of
antenna across different parts of India

* The front-end Rx system can handle four input RF signals without frequency down-
conversion.

» Low noise, high gain receiver chain, capability to reject the FM band and avoid
saturation

* Direct digitization with Instantaneous bandwidth of - 175MHz each

* The digital correlator receiver has 8 independent channels with high-speed ADC and
Virtex-6 FPGA.




PHASE -1 Receiver System

. . N A High gain broad- A band-pass micro-strip
A wide-band low noise amplifier . filter for band shaping the
. . . band RF amplifier
with FM rejection and first level RF signal for further
band limiters digitization.
ES\\'AN BROAD-BAND RF RE(‘EI\'ERESYSTEM 50-155MHz
50-500 MHz i —|° . Tl ——
I",:;gg‘leg Amplifier i High Gain RF Amplifier i LF:‘-PI‘;::&;‘:‘ \ 1 Out
wi Suppression i D NSRS H
Gain = 204B ! Galn= 3040 : —A— \

RF Input ‘_‘
From Antenna-1 & 5

=al W Power Band Pass Filter
? ) Splitter | f¢ - 260MHz

3dB BW - 128MHz

(ﬁj i g U " \ B2 Out

RF Chain #1  USB Based | 194MHz-327MHz

> 4 such chains form wide

band receiver system for
SWAN

» Designed and built in-
house

ARDRA Meeting

KBR, Arasi, Sandhya, Nagaraj and Desh



Phase-1 : Wide Band Digital Tile Processor

An eight input digital receiver consists of :
= A general purpose platform consisting of high-speed Quad ADCs and Virtex-6
FPGA forms the Digital backend receiver for SWAN.

= Full Stokes Correlator with 1024 spectral channels over a bandwidth of about

350 MHz

I G

RF BW range 5-500MHz .
2K

On-chip intg 23.87 ms

Power 75W

EV10AQ190CTPY QUAD
10-bit, ABW~3GHz/5 Gsps

FPGA FPGA:XC6VLX240T
Spectral Resolution 170 kHz

Full STOKES correlator

Data-rate 21MBytes/sec

ARDRA Meeting Srivani, Kamini, Nagaraj and Desh




LOG - Selt-power Spectnum(4007 speciral sverages) rom ADCS-8

1/ T /]

Current Status :
= Laboratory tests with integrated analog

receiver is in progress
= Eventually will be interfaced to
Tiles @ GBD for sky observations.

MWA

Integrated Digital Receiver Front-Rear
view

Industrial PC

*Power supply

[seas woiones ook ecinen]

Digital Rk

Analog Rx

24 complex & 8 self products in a single chip

Resource utilization is less than 50%

Frequency of operation is 350 MHz

Can be configured as

1.

2
3.
4

2 antennas dual pol- 375MHz BW
4 antennas single pol-375 MHz BW
4 antennas dual pol- 1775MHz BW
8 antennas single pol- 175MHz BW



FPGA signal processing and data packetization architectures
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Channelization algorithms

Total power & channelized power detection

Monitor and Control & Optical fiber interface

Complex design- Meeting timing closures(
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v
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Technology development world wide - LFAA-SKA 2

Tile Processing Module | j-==------ - A LU LLEREE L LLLEEL
. . | Antenna&LNA |1 Recei ' Signal Processi
° 16 dual l/p, 14"blt ]ESD : | ntenna | ecelver I| Ignal Frocessing
ADCs, AD9680/1Gsps | ooy | remesigmair | Jz |
+ Two FPGAs - Xilinx Kintex | /| | | - AREW
XCKU040 it o r CF b ool & 8 2 ol
i h B | g 3 §'§
« Two, 40 GbE Fiber link( ) (EEh | : R | B
QSFP) : | Antenna B N
* 96-bit wide bus to 1 Giga- | DTN N
by 7 l e |
i I Antenna Processing Facility I
\ Andrew Faulkner I

ADC - FPGA

Challenges of LFAA

* Digitizing 131,072 antennas

A « Digital signal processing and modelling
o o » Tile & Station beamforming

- ' « Large bandwidths

* Large data,Power, Size and Cost

* Mass production, Deployment

* Maintenance, Serviceability

* Remote site conditions

* 1 TPM can handle 1 Tile & 16 dual pol antennas
* 1 station requires 16 TPMs

INAF ltaly and collaborators e 512 stations will have 8192 TPMs

Ref: 2nd URSI AT-RASC, Gran Canaria, 28 May — 1 June 2018 * Current Technology with discrete devices

Signal conditioning




Moving ahead with newer TECHNOLOGY and newer receiver architectures s

O Current architecture based on discrete technology -->Size is large , Power is large

Future technology - RFSoC (M-MIMO) » Powerful Combo of 4 technologies
= RF Data converters
‘ Programmable Logic FPGA

FPGA

High Speed
Links

Processor

SerDes interface

Beamforming
and data
packetization

Use cutting-edge technology

= Compact design

PCB design is challenging

High Speed
Links

1TPM handle 1 Til
O Future technology is RFSoC based Tile m
Processor One station 2 16 TPMs

O BIG SAVINGS in Power, Size, Serviceability

512 Stations will have 8192 TPMs

and Maintenance

At RRI: Design and development of RFSoC based Digital Tile Processor



Frequency Domain Acceleration for SKA

RRI

‘ O Building the real time pulsar
et/ el search pipeline for SKA:

Matched Filtering FRaoupus /) ¥

e optimization of algorithms

o e
v .
FIR *\#.m.lm___.i Vadi
Process for variety of > 1
» 'l

e

D m— . - modelling
Frequency periods & orbits -

4 Milion points T ﬁ%\‘ P-1 : - im p lementation
with Doppler shift Sample index (1 127 :
Filter Coefficients P . \ i - POWEF pe I"fO rmance
P-3

T O Matched filtering for FDAS
O FPGA implementation along
with SKA PSS Team

DDR4/5

Functional Blocks ,3200/6400 MT/s

Design options and Current Status

O Bridging Activity
([ memory [ | [ ] vewory [ | Development of Accelerator Tile
TR | (e ] ave Fppsp | | Ethemet 100256506 100G Processor using state-of-the-art

g SFP+ SP28 QSP28
C—>|| ©oRF | 2| Integrated FPGA —> Q

AMP Joy  FPGA RFSoC and floating point FPGAs
Pt g —\

Gen 1/ » PCle interface to server ;G’ Flziohizs?rieli‘@/\ N
12 bity16Ch/2GSPS intel gilex

XCZU28DR Zyng® UltraScale+™ RFSoC PCle 3.0/4.0/5.0 M20K 5000+ Wit h i n d u St ry pa rtiCi patio n

1/2/4 GBIs DSP 4000+

6/12 TFLOPS

FIRMWARE: HiSpeed & Algorithms

Power and Cooling: 100-150W SKAIC Bridging proposal / Industry engagement

Signal Conditioning: Optical interface SKAIC Members FPGA team

Timeline: ~18 — 24 Months Prabu and SKA PSS Team




SUMMARY i

U Relevant expertise, collaboration, industry contacts, infrastructure &
capabilities to build high precision, wide bandwidth Digital Receivers
0 A collective effort to develop the SWAN with as many as science
institutes/universities = realised using Narrow band and Wide band systems
O RFSOC BASED DIGITAL RECEIVERS =
0 Future Technology for Tile Processors for LFAA of SKA, MWA Phase 3

= RRIis embarked upon development of Future Tile processors

FPGA
=
= Future RFSOC Firmware
g Ultrascale Tools
= ADC Sampling Arria 10, Stratix-10 Digitization and
S 1 MSPS to Virtex4,5, . . . signal OpenCL
& | |15 Gsps Spananig/oic Circuit design |, cessing/ data Mat:ag sysgen
; One to 12 bits Flex 8/10 K 1 to 18 layers Transport r;;a -HDL
= EPLDS/PLDS/PALS S

Looking forward for active collaboration and participation in future telescopes :
SKA-Low and MWA Phase 3
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